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Abstract: This paper discusses how to promote high-speed rail (HSR) freight business by solving
the congestion problem. First, we define the existing operation modes in China and propose the
idea of relieving congestion by reserving more carriages of HSR passenger trains for freight between
cities with large potential volume or small capacity. Second, we take one HSR corridor as a case to
study, and use predictive regression and integrated time series methods to forecast the growth of
HSR freight volume along the corridor. Finally, combined with forecast results and available capacity
during the peak month of 2018, we offer suggestions on the mode adoption in each segment during
the peak month from 2019 to 2022. Results demonstrate: (1) Among all 84 Origin-Destination (OD)
city flows, the percentage of those monthly volumes over 1 ton increases from 17.9% in 2018 to 84.6%
in 2022, and those over 30 tons rise from 3.6% to 26.2%. (2) Among the segments between seven
main cities in the HSR corridor, T-J should be given priority to operate trains with reserved mode;
the segment between X and J deserves to reserve most carriages during the peak month in the future.
Specifically, our model suggests reserving 5.3–10.1 carriages/day for J-X, and 4.8–16.3 carriages/day
for X-J during the peak month from 2019 to 2022.

Keywords: freight on transit; influential factor; flow volume forecast; segment occupancy;
mode adoption

1. Introduction

With the rise of e-commerce in China, the average time for door-to-door service decreases
every year, which pushes courier companies to adopt more rapid and efficient transportation modes.
Since 2012, the railway company in China, Company C, proposed a high-speed rail (HSR) freight
service, using HSR passenger trains’ excess capacity to transport goods. The advantage of its significant
operating frequency and the top speed of 250–350 km/h makes HSR transport service more time-efficient
over aviation, road, and traditional railway at the range of mid-and long-distance [1]. More and more
courier companies start to delegate their long-distance delivery to Company C. Initially, Company
C only offered two modes in the daytime: (a) Mixed mode, which denotes transporting HSR freight
by HSR passenger trains, with cargoes loaded on the vacant place within the HSR passenger train
using for storing luggage; (b) inspect mode, which denotes transporting HSR freight by the inspecting
trains, which is the first HSR train running daily morning to check whether hidden danger exists
in the track. The cargoes can be loaded between seats under the inspect mode since no passengers
are allowed to aboard. However, with the increasing demand of courier companies for HSR freight
volume and timeliness, Company C can no longer provide sufficient transport capacity only with two
modes. This is because, on the one hand, although each train under inspect mode can provide dozens
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of tons of capacity at a time, it runs only once a day and on a fixed route, which makes it possible to
operate between very few cities. On the other hand, although the trains under mixed mode can reach
most cities, each train only carries less than a ton. Moreover, the growing passengers and luggage lead
to less and less space for HSR passenger trains under mixed mode to ship parcels.

As a result, the capacity constraints have raised concerns among courier companies about whether
Company C can continue to provide stable freight services. To alleviate such concerns about capacity,
Company C offered another (c) reserved mode since 2018, which denotes reserving a whole carriage of
an HSR passenger train in advance, loading cargoes before passengers get on the train, and transporting
cargoes and passengers in different carriages to the destination city. This mode is very competitive,
as it overcomes the disadvantages of the previous two modes. The trains under reserved mode can
reach more cities than those under inspect mode due to various routes, and can also transport much
more cargoes than those under mixed mode since a whole carriage can carry tons of cargoes.

Such a situation makes Company C eager to allocate an appropriate amount of HSR passenger
trains to the area with a high potential freight volume. Otherwise, it will waste resources and lead
to a failure of HSR freight due to a growing shortage of capacity. However, no study has offered a
method to identify which area has or does not have the potential with the large freight volume in China,
which makes it necessary to forecast the volume of HSR freight in the near future. Therefore, to offer
reliable policy suggestions to Company C on adopting proper mode combination in each segment
of transport corridor, we choose B-S High-speed Rail (B-S HSR) as a case, addressing the following
research questions:

In the transport corridor of B-S HSR, what factors influence the volume and direction of parcel
flow transported by HSR? Under the influence of these factors, how much volume will be transported
by HSR in the future between cities where can provide HSR freight service? According to the volume
forecast result, which segments of the corridor deserve to operate more HSR passenger trains with
reserved mode?

To solve these questions, we collected the flow volume data of HSR freight between cities
in November 2018, built the forecast model with the volume as the response variable, forecasted
the volume transported between cities in the corridor from November 2019 to November 2022.
In addition, we collected the operating number of HSR trains from the public source in the B-S HSR
corridor during November 2018, which helps estimate the distribution of HSR freight available capacity
at all corridor segments. This empirical analysis offers a new solution for relieving HSR freight
congestion during the peak month by incorporating the reserved mode into the operating system.
To ensure the solution’s reliability as much as possible, we contribute to integrate time series methods
to forecast the parcel volume transported by HSR between cities for the first time.

Following this, Section 2 summarizes the researches on potential growth and mode adoption of
HSR freight. Section 3 describes the assumptions, data collection, and forecast methodology. Section 4
presents the result analysis of the predictive regression, the forecasted volume of parcels transported
between cities by HSR, and the mode adoption for each transport corridor segment. Section 5 concludes
and discusses the results.

2. Literature Review

In a public passenger transportation system, vehicles, stations, and networks are usually
underutilized, particularly outside of peak periods. The owners of these assets often have an
incentive to benefit more by increasing utilization. Freight on transit (FOT) has attracted people’s
attention in recent years, which refers to an operational strategy that uses public transit vehicles or
infrastructure to move freight. To increase the efficiency of existing infrastructure and creating a
more integrated transportation system, scholars try to apply FOT to many modern transportation
systems, such as urban rail networks [2], subway systems [3], cargo tram operations [4], and national
railways [5].
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Particularly, the express delivery industry’s explosive development has led to many long-distance
parcel transport demands, which promotes couriers to explore faster and efficient vehicles [6].
Most express delivery companies rely mainly on trucks and airplanes due to their reliability and
flexibility, but the increasing demand for time-sensitive freight transport makes them congested [7].
Meanwhile, the environmental challenges have led the governments to explore greener means of
transportation, such as railway [8], especially high-speed rail [9].

The research of express freight by rail starts in Europe. Ohnell and Woxenius (2003) analyzed
European railway express freight and found all the courier services are more or less modular,
which opens up the possibility of replacing airplanes with HSR in the trunk transport part.
They suggested that properly applying FOT to the HSR system could improve time reliability [10].
Troche (2005) found many countries tried to use high-speed passenger trains to transit freight and
classified all the operation cases into two types: The first is to transport passengers and freight in
the same train, which has been proven to be a reliable mode by practices. For example, the Swedish
operator, Green Cargo, shipped cargoes from Stockholm to Sundsvall by loading them in the freight
compartments of passenger trains (160 km/h) in 2001; in the United States, Talgo America offered a
version of a tilting train (200 km/h) for 300 to 400 passengers with two carriages reserved for parcels.
The second type is to integrate the passenger and freight system to a different degree. For example,
French TGV postal trains (270 km/h) and passenger trains were operating between Paris and Lyon at
night and daytime, respectively, since 1984 [11]. Ertem and Ozcan (2016) investigated the use of HSR
passenger trains for transporting small cargoes and mails on the Turkish State Railways HSR network
and concludes that mixed mode can save more time than adding separate freight trains to the HSR
freight system [12].

Compared with road, air, and ordinary rail transport, high-speed rail freight has the advantages
of fast speed, punctuality, and being weather-free, but it does not always play well in operation.
Mathieu (2016) analyzed the potential development of HSR freight in Europe, and found that the French
mail company “La Poste” decided to stop the service in 2014 because of the lack of goods. The author
concludes that infrastructure constraints and network capabilities limit HSR freight development in
Europe, and supportive policy may change such a situation [13]. Tan and Zhang (2014) also believed
that a series of supportive policies launched by the French National Railway Company and French
National post office is necessary to promote the successful development of HSR freight in France during
the past 30 years [14]. Cochrane (2016) claimed that the practice of FOT operation is not widespread
due to political, logistical, and organizational barriers. Mainly, FOT is not central to the mandates of
public transit agencies, and involves the cooperation of conflicting stakeholders. Many practitioners
perceived FOT as a massive shift in the freight industry and were resistant to the idea of combining
goods and passenger movements [15].

These barriers also exist in the development of China. However, with the emergence of more and
more road and air traffic jams and environmental challenges, the government began to launch a series of
supportive policies to address the challenges by increasing rail freight’s market share [16]. Meanwhile,
the low utilization rate of the HSR network has brought increasing financial risks to Company C,
who plans to relieve the debt pressure by transiting more express parcels on HSR. Since Company C
positioned the HSR freight service as one of the primary businesses in 2014, freight demand multiplied.
Meanwhile, the lack of freight capacity on the HSR system starts to be exposed. Bi et al. (2019) built an
improved Arc-Route mathematical model to forecast the transport volume of parcels transported by
HSR between 27 provinces in China, and concluded that HSR freight capacity would reach saturation
by 2021 if HSR freight volumes grow as fast as the average growth of national HSR freight volumes
over the past decade [17]. Liang et al. (2019) analyzed the potential market of HSR freight in China,
and claimed the growth rate will be slower in the future, and pointed out that only using mixed-train
mode will saturate the HSR system soon [18].

Due to the lack of real data of HSR freight traffic, current researches on HSR freight forecast
proceed the forecast by roughly multiplying a possible proportion that HSR freight may occupy in
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general with the freight traffic forecasted. The results obtained by such models may not be reliable since
HSR freight might have an entirely different growth pattern with freight. Besides, although scholars
admit that rolling stock, infrastructure level, and passenger flow will impact the flow of HSR freight,
no research has offered empirical models to measure or discuss such impact.

What’s more, in the existing studies of HSR freight in China, scholars have reached a consensus
that the capacity is approaching saturation in some areas, but the solutions they discussed mostly
focus on whether the dedicated freight trains should be adopted in practice. For example, Yu et al.
(2018) designed an HSR dedicated freight train operation plan based on a two-stage model to minimize
total cost and maximize economic efficiency [19]. Liang et al. (2016) proposed that dedicated-train
mode can help achieve the economies of scale only if express delivery companies can provide sufficient
volume. Since the HSR freight in China is still at the early stage with low transport volume, it is too
difficult to make both ends meet for the railway company when running the dedicated-train on HSR
18 [20]. To the best of our knowledge, no one has offered a solution to consider the HSR passenger
train under reserved mode into the operating system yet.

Last but not least, existing literature generally adopts only one method in making a forecast,
but the accuracy of different time-series forecast methods can vary significantly with the different
data characteristics. Combining multiple forecast methods sometimes leads to increased forecast
accuracy [21], but no scholars have tried to increase the performance of forecasting HSR freight volume
in this way.

To fill these gaps, we chose B-S HSR corridor as a case, selected variables that represent economy
scale, rolling stock, HSR infrastructure level, and HSR passenger flow to build a predictive regression
model. After using the real data to pick out the best-fitted model, we integrated several popular time
series methods to forecast the HSR freight volume between cities along the B-S HSR corridor during
the peak month from 2019 to 2022. Finally, we offered a solution to properly adopt HSR passenger
trains under different modes at each segment of the corridor.

3. Materials and Methods

3.1. Model Assumptions

The express freight volume and passenger traffic between cities along the B-S HSR are high and
growing fast, making the problem of capacity saturation more prominent in this corridor. Thus, B-S
HSR is a representative case that fits the theme of this paper. Based on the development of express
freight on B-S HSR, this paper makes the following assumptions.

(1) This paper considers B, T, J, X, N, Su, and S as the representative of main cities according to
their economic scale. Since the volume of express delivery departs from main cities in the B-S
HSR corridor was always the highest in November in recent years (Figure 1), this paper assumes
November is always the peak month of HSR freight.

(2) To best centralize capacity and simplify the service procedure during the peak month from 2019 to
2022, Company C usually only keeps one type of service with a fixed discounted price. Therefore,
this paper assumes the service quality and price of HSR freight are fixed in the peak month.

(3) This paper assumes that the economy of each city develops independently.
(4) This paper assumes the inspecting train that runs between city B and S has a fixed operating

route, capacity, and transport volume during the peak month from 2019 to 2022.
(5) This paper assumes the available number of HSR passenger trains for freight is unchanged during

the peak month from 2019 to 2022, and no more than one carriage per train can be used for freight.
(6) This paper assumes it is feasible for all the HSR passenger trains to operate under mixed mode

and reserved mode. Since HSR trains cannot stop for enough time at small cities to assemble a
large number of parcels, this paper assumes Company C only adopts the reserved mode between
main cities.
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3.2. Data Collection

The main reason for the lack of empirical analysis of HSR freight is the lack of data of parcels
flows transported by HSR between cities, resulting in the inability to validate the model. The flow data
in this paper is supported by a railway carrier of China, while other public data are mainly collected
from online resources (Table 1).

Table 1. Variable description and data source.

Category Variable Unit Description Data Source

Response variables VPH ton

Volume of parcels
transported by

high-speed rail (HSR) in
2018/11

A railway carrier of
China

(not publicly available)

Distance Variable DIS km HSR Distance between
cities

http://search.
huochepiao.com/

Variables represents
cities’ economic and

postal scale

GDP billion RMB Gross domestic product
(1998–2018)

Each city’s Statistical
Communique on

National Economic
and Social

Development

POP million persons
Permanent resident

population
(1998–2018)

AVI billion RMB
Added value of the

tertiary industry
(1998–2018)

URG billion RMB
Urban retail sales of

consumer goods
(1998–2018)

VPC ton
Volume of parcels sent

from city
(2014/07–2020/02)

The official website of
each city’s Postal
Administration

http://search.huochepiao.com/
http://search.huochepiao.com/
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Table 1. Cont.

Category Variable Unit Description Data Source

Variables represents
the HSR facility
capacity of city

LEV point The total level score of
all HSR stations of city

Regulations of the
People’s Republic of

China on Railway
Technical Management

MHD train

The mean of HSR trains
departing from city
between peak and
normal period of
passenger traffic

A railway company in
China and the official

website of China
railway passenger

service center: https:
//www.12306.cn/index/

MHA train

The mean of HSR trains
arriving at city between
peak and normal period

of passenger traffic

VPD person

The max variation of
passengers departing
from the city between

peak and normal period
of passenger traffic

VPA person

The max variation of
passengers arriving at
the city between peak
and normal periods of

passenger traffic

After cleaning and organizing the HSR freight data, we obtained 84 Origin-Destination (OD)
parcel flows transported by B-S HSR between 14 cities and considered their volume as the response
variable’s observations. As to selecting candidate factors that may influence the response variable,
we considered two aspects: The economic scale and the HSR facility capacity of OD cities.

On the one hand, the OD flow volume is significantly related to the variables that the represent
economic and postal scale of OD cities, such as GDP, permanent resident population (POP), the added
value of the tertiary industry (AVI), urban retail sales of consumer goods (URG), and the volume of
parcels sent out of city (VPC). This paper collects the yearly data of OD cities’ GDP, POP, AVI, and URG
from 1998 to 2018, and the monthly data of OD cities’ VPC from 2014/11 to 2020/02. What’s more,
we create a new variable, ECO, to represent the city’s economic scale by combining GDP, POP, AVI,
and URG. Details are shown in Appendix A.

On the other hand, the facilities of China’s city, such as terminals and rolling stocks, have been the
major obstacles for the growth of parcel volume transported by HSR in the short term. We scored the
level of all HSR stations from 1 to 4 to indicate the level of fourth, third, second, and first of stations,
respectively. Then we sum the scores of all HSR stations of cities to represent terminal accommodation
capacity. Besides, the number of daily HSR passenger trains departing from/arriving at 14 cities along
B-S HSR at passenger traffic peak have also been collected. We choose the period from February
to March to represent the passenger traffic peak because it contains the Spring Festival of China.
Most people would go back to work from their hometown when the festival ends, which always
produces a rush day to B-S HSR system. It turns out the first workday after the Spring Festival owns the
largest number of trains of most cities, and the Thursday three weeks after the festival owns the lowest
number. Further, this paper selected the mean value as the variable representing the capacity of HSR
train passing cities and selected the difference as the monthly variation of passenger traffic, respectively.

3.3. Forecast Methodology

Generally, the time series forecast method assumes that history is a good reference indicator
for judging the future [22]. Thus, the ex-ante forecast usually can be proceeded with time series

https://www.12306.cn/index/
https://www.12306.cn/index/
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models based on considering historical data as inputs. However, it is hard to obtain enough HSR
freight volume data since the service has only operated for a few years. For such a variable with little
historical data, scholars usually forecast it with three steps: First, build a predictive regression model
with the variable interested as response variable, which helps explain what causes the variation of
it. Second, forecast each predictor with their historical data by time series models. Third, input the
results of predictors to the regression model to get the variable’s final forecast result. More details are
shown in the graph presented in Figure 2 and the following subsections.
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We obtained Figure 2 by compiling the detailed procedure for each stage. At the first stage,
the data is sorted and cleaned by R, version 3.6.1, and processed as inputs to build multivariate
regression model sets. Then the best model is selected according to the degree of fitness. When fitting
the model with data, the paper uses an R package of “leaps” to pick out the best-fitted model set with
different sizes from all possible combinations of predictor variables. A few tests would also be applied
to check if there is multicollinearity between predictors, heteroscedasticity, and auto-correlation in
random error. If there is, the corresponding remedy would be used to correct the model. Once the best
predictive regression model is confirmed, stage two will start then. Stage two refers to forecast multiple
predictors in the regression. This paper integrates and applies some popular time series methods to
train and validate the model to forecast predictors and response variables successively.

3.3.1. Build Predictive Regression Model

This paper’s core regression model is the augmented gravity model, which was first proposed by
Tinbergen (1962) to analyze trade relationships between countries empirically. The gravity model’s
ability to approximate bilateral trade flows gradually made it one of the most common empirical
analysis tools in economics [23]. The purest form of the gravity model is shown as follows:

Fod = GMa1
o Ma2

d Da3
odεod (1)

where Fod represents trade flow from country o to country d, the lowercase letter o and d are short for
origin and destination, respectively; G is a regression constant, Mo and Md stands for the economic
dimensions of the country o and d that are being measured. Dod represents the distance between
country o and d, εod is a random error term. The a terms are the coefficients to be estimated. Applying
the analogy helps acquire the predicted movement of goods between origin and destination. In the
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original version proposed by Tinbergen (1962), the model is expressed in a log-log form as linear
regression, so that parameters are the elasticity of trade flow concerning the predictors. This paper
takes the volume of parcels transported from origin city (o) to destination city (d) by HSR as the
response variable (VPHod), and gets the multivariate linear regression equation:

ln VPHod = g + a1 ln Mo + a2 ln Md + a3 ln DISod + ε
′

od (2)

where Mo = ECOo × LEVo ×MHDo ×VPDo ×VPCo

Md = ECOd × LEVd ×MHAd ×VPAd ×VPCd

Here, ECOo and ECOd denote the economic scale of origin and destination city respectively, LEVo

and LEVd denote the HSR station level in the origin and destination city respectively, MHDo represents
the mean of HSR passenger trains that depart from the origin city, and MHAd represents the mean of
HSR passenger trains that arrive at the destination city. VPDo indicates the variation of passengers
departing from the origin city, VPAd indicates the variation of passengers arriving at the destination city.
VPCo and VPCd represent the volume of parcels sent out of the origin and destination city, respectively.
DISod indicates the HSR distance between the origin and destination city. ε′od is a random error term,
g is a regression constant, the a terms are the coefficients to be estimated.

Especially, ECOo and ECOd are the combination of four main economic variables including gross
domestic product, permanent resident population, the added value of the tertiary industry, and urban
retail sales of consumer goods. We reduce the model’s dimension because severe multicollinearity
exists between these four variables, and the number of observations smaller than five times the number
of variables may lead to unreliable results [24]. The detailed process of reducing dimension is shown
in Appendix A.

3.3.2. Forecast Time Series Predictor of Regression Model

Time series forecasting has been widely used for forecasting the trends of economy according to
the historical variation. As to forecasting the regression model’s response variable, this paper takes four
steps as follows: First, separate the observations of a predictor in one city into two portions, training
and test set. Second, apply different time series forecast methods to train the model with training set.
Third, make the forecast with the trained model, validate its forecast result with the observations in
test set, and then consider the model with minimum difference (forecast error) as the most accurate
forecast model. Finally, repeat the three steps mentioned to forecast each economic predictor in each
city, then input all the forecast results of predictors to the regression model to get the final forecast
result of the response variable.

Many time series methods had been developed during past decades. It is hard to judge which one
is the best, since their forecast accuracy varies with the data characteristics. To find out the best forecast
model for each predictor in each city, we introduce three classical methods described in Table 2.

Table 2. Introduction of forecast methods.

Method Description

Exponential smoothing (ETS)
The basic form is weighted averages of past
observations, with the weights decaying
exponentially as the observations get older [25].

Auto Regression Integrated Moving Average model
(ARIMA)

The basic form is weighted averages of past values of
the forecast variable and past forecast errors. It is also
capable of modeling seasonal data by including
additional seasonal terms (SARIMA).

Seasonal and Trend Decomposition using Loess (STL) The basic form is used for decomposing time series
data, which shows some seasonality [26].
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Exponential smoothing (ETS) and Auto Regression Integrated Moving Average model (ARIMA)
models are the two widely used approaches to time series forecasting and provide complementary
approaches to the problem. While ETS models are based on a description of the trend and seasonality
in the data, ARIMA models aim to describe the auto-correlations. To best recognize key components of
time series (trend and seasonal) and how these enter the exponential smoothing method (e.g., in an
additive, damped, or multiplicative manner), we used the extensions of ETS models in Hyndman’s
research [27] in this paper. Each consists of a measurement equation that describes the observed data and
some state equations that describe how the unobserved components change over time. STL’s (Seasonal
and Trend Decomposition using Loess) forecast process usually starts with decomposing out seasonal
components and assumes it as unchanged first, then forecasts non-seasonal components with some
non-seasonal forecast methods such as ETS and ARIMA.

After applying these methods to train the model with the training set, the best-fitted model set is
selected based on identifying the model trained with minimum residual. However, the residual cannot
reflect how accurate it can forecast because the forecast accuracy is determined by the error between
forecast results of the best-fitted model and the data in the test set. The test set size usually depends on
the sample’s length and how far ahead it needs to be forecast. Besides, combining forecast methods
sometimes leads to a better forecast accuracy [28]. Thus, this paper developed a combination method
using the weighted averages methods mentioned above and set the reciprocal of their accuracy as
the weight.

For example, this paper has collected the monthly data of parcels sent from the main cities in the
corridor of B-S HSR from July 2014 to February 2020, 68 observations. To forecast the mean volume
sent from each city in November 2020, we divide all the cities’ observations into two groups, 59 in
training set and 9 in the test set, because the length of the test set should be the same with the steps to
forecast (Figure 3). After selecting the best-fitted model of each method, we also need to find the best
model with the minimum forecast error from the best-fitted model set. To measure and compare the
forecast error of all methods, we adopted one of the most commonly used scale-dependent measures,
root mean squared error (RMSE), since it is more effective in dealing with the same scale data that
can help us to find the mean of the forecast. An example of selecting the best method to forecast is
presented in Table 3.
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Figure 3. Time series cross-validation.

Table 3 illustrates the performance error of different methods of forecasting parcel volume sent
from cities in November 2020. The number in the cell indicates each method’s error in forecasting
the volume of parcels sent out of each city in November 2020. Even under the same forecast step and
same variable, the type of best method changes with different cities, and the forecast error of different
methods in each row varies greatly. Therefore, to ensure the forecast accuracy to the maximum extent,
this paper proceeds every forecast for each variable under each forecast step based on the best method
selected under this process.
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Table 3. Forecast error on forecasting parcel volume sent out of city in November 2020 (million pieces).

ETS ARIMA STL + ETS STL + ARIMA COMB Best

B 176 209 212 209 198 ETS
T 77 84 81 67 72 STL + ARIMA
J 95 83 59 60 70 STL + ETS
X 39 57 38 69 47 STL + ETS
N 102 110 83 83 85 STL + ETS
Su 239 271 230 225 200 COMB
S 212 356 216 447 271 ETS

4. Result and Discussion

4.1. Analysis of Influential Factor on the Flow

Although building the predictive regression model’s primary purpose is to forecast the response
variable, the coefficients are statistically significant according to Table A2 in Appendix B, indicating
that the correlation between response variable and predictors are reliable. Therefore, the analysis of
correlation will be presented in this section. All the coefficients are obtained by fitting the model with
the data in 2018, whose description and source can be found in Section 3.2. Under the help of the
“leap” package in R software, it is straightforward to fit many predictive models of different sizes
with data. However, we need to select the most efficient subset model to achieve the final forecast.
The detailed process of model selection can be found in Appendix B. In a word, after the process of
training, validating, and selecting, we obtain the final predictive linear regression model presented in
Formula (3).

ln VPHod = −21.58 + 1.24 ln VPCo + 0.93 ln ECOd + 2.23 ln MHDo − 1.7 ln VPDo + εod (3)

According to Formula (3), the volume of parcels sent from origin city (VPCo) have made a positive
but small impact on the flow volume of parcels transported from origin to the destination city (VPHod),
which is reasonable since VPHod is a small part of VPCo. The economic scale of the destination city
(ECOd) also positively impacts VPHod, which indicates that the bigger the city’s economic scale is,
the more parcels will be shipped to this city through HSR. This may be because people in the cities
with a larger economic scale have higher consumption levels and a faster pace of life, which leads to
more demand for time-sensitive goods and thus attracts more goods arriving through HSR.

For the mean number of HSR passenger trains departing from origin city (MHDo), every 1%
increase in its number leads to a 2.23% increase in VPHod, which indicates the larger the capacity of
HSR passenger trains, the more space to ship parcels through HSR, thus promoting the increase of
VPHod. Conversely, the variation of passengers departing from origin city VPDo negatively impact
VPHod. This is mainly because China’s railway company always prioritizes passenger transport and
only uses the remaining capacity of HSR trains to transport cargoes. If the passenger transport demand
increases more than expected at a given time, railway carriers will have to delay or cancel HSR freight
service, making the railway carrier appeal to transport fewer parcels from that city if the passengers
depart from a city varies a lot.

In general, compared with the value of intercept, all coefficients are small, indicating that the
predictors’ influence is relatively weak in a statistical sense. On the one hand, the HSR freight is still in
an early stage with a market share lower than 1%, which means the low correlation could be reasonable
since the relation between the flow volume and predictors has not yet stabilized or matured. On the
other hand, some critical factors may not be included. Currently, the income from transporting HSR
freight is still tiny compared with the courier company and railway company’s primary business
income. Two of important motivations for their cooperation are courier company strategy investment
on HSR transport market and government policy to promote green freight, which is hard to measure
and incorporated in the current model. Besides, the low correlation does not affect our model’s good
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forecast ability, which makes it acceptable, considering the primary purpose of this paper is to forecast.
We believe some limitations exist in our method, data, and the results may change as data is collected
over a wider area or in a few years, which deserves to explore in the future.

4.2. Analysis of Parcel Flow Volume Forecast

Among all the 84 OD flows that offered service of transporting parcels by HSR, 97.6% of them
connected with the 7 main cities (B, T, J, X, N, Su, and S) in November 2018. As HSR freight is still at an
early stage of development in China, most of the parcel flows are mainly distributed between large
cities. The reason why this situation happens, from the perspective of courier companies, is that they
are in urgent need to find faster means of transportation to ship express parcels between big cities and
are inclined to delegate the cargoes’ transportation to trucks between small cities. From the perspective
of railway companies, HSR passenger trains stop only for a couple of minutes at small city stations in
China, making it much more difficult to load and unload large quantities of goods than in big cities.
What’s more, the HSR stations’ facilities in big cities also make it easier to coordinate passenger and
cargo transportation.

As for the growing trend of these 84 pairs of goods flows in the coming years, although only 17.9%
of the parcel flows have a volume over 1 ton in November 2018, and this percentage will reach 84.6%
in November 2022. Table 4 shows the top 15 OD pairs with the largest flow volume in November 2018
and forecast volume in November from 2019 to 2022.

Table 4. Forecast results of top 15 Origin-Destination (OD) flows with largest volume.

Rank Origin Destination Distance
(km)

Flow Volume (ton)
Nov. 2018

Flow Volume (ton)
Nov. 2019–Nov. 2022

1 B S 1318 48.13 122.27~191.65
2 B J 426 42.11 34.70~44.69
3 S B 1318 34.43 110.13~323.28
4 J B 426 14.17 16.23~20.24
5 T S 1223 13.19 28.50~44.68
6 S T 1223 12.45 26.11~98.02
7 N B 1023 9.37 35.02~45.96
8 B T 95 3.95 23.12~28.83
9 B X 692 3.91 15.02~25.30

10 X B 692 3.33 31.70~35.23
11 N S 295 2.71 27.67~39.97
12 S J 892 2.27 21.32~39.97
13 B N 1023 1.37 27.48~37.43
14 J S 892 1.34 24.39~37.08
15 C S 165 1.14 5.61~8.48

According to Table 4, the volume of the parcel between these OD flow varies a lot. Most of
the flow volume in 2018 is smaller than 30 tons, but has the potential to exceed it before 2022.
Remarkably, the volume of HSR freight between B and S will surpass 100 tons a lot sooner. From the
perspective of growth speed, the flow volume between B and J does not change much, but others
mostly present the potential to increase 3–10 times from November 2019 to November 2022.

Considering the HSR freight business has just started between many cities in November 2018,
it is reasonable to expect the volume to increase dramatically in the next few years. Since courier
companies usually delegate very few volumes to the railway company when they start the business in
new cities, they will delegate a much larger freight scale after several attempts. For the OD flows that
own a volume of over 10 tons in 2018, only those with a distance over 1000 km have the potential to
increase a lot, as this is also the most competitive distance range for HSR transport.
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4.3. Analysis of Mode Adoption

Currently, there are three modes of HSR freight operating in China, but the inspect mode will
not be discussed here due to assumption (4). Based on assumption (5), that the available capacity
for freight is fixed during forecast period, and assumption (6), that the reserved mode can only be
operated between main cities, this part mainly discusses how to allocate trains under reserved mode
and mixed mode in each segment between main cities properly. Generally, a high-speed passenger
train (HPT) can carry 240 kg and 6400 kg parcels at maximum under mixed mode and reserved mode,
respectively. Additionally, the completion of an HSR freight across multiple cities requires sufficient
capacity for each segment of its route. Therefore, to avoid congestion, the operator needs to ensure that
each segment’s total capacity is always higher than the volume to a certain extent. Besides, there does
exist some HPTs operating under reserved mode in 2018, but if we consider all the HPTs operating HSR
freight under mixed mode, the occupancy distribution we get will help us discover which segment
tends to saturate without reserved mode.

Figure 4 presents the distribution of capacity and occupancy in two directions, from city B to
S (Down) and from city S to B (Up). Each bar with gray and white represents the segment capacity
between two cities, which is defined as the total capacity of all the HPTs under mixed mode; the gray
bar represents segment occupancy, which is defined as the ratio of the freight volume passing through
the segment to the segment capacity. The white bar represents the remaining capacity of each segment.Sustainability 2020, 12, x FOR PEER REVIEW 13 of 18 
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The distribution of capacity at each segment in both directions is similar: The middle segment of
J-X and X-J has the minimum capacity around 100 tons; the terminal segment of T-B and Su-S have the
largest capacity. The volume transported at all segments ranges from 50 to 110 tons in 2018, and the
volume in the down direction is basically larger than those in the up direction, especially for the segment
of B-T and T-J. Without adopting reserved mode, most segments’ occupancy in the down direction is
larger than 50%, especially for the segment of B-T (80.4%) and T-J (93.2%). Therefore, we suggest the
operator give priority to operate HSR passenger trains under reserved mode in the segment of down
direction, especially the segment from city B to J.

Due to the result of Section 4.2, the HSR freight volume between most cities are small, but has the
potential to increase dramatically in the future. To prevent the growth from being limited by insufficient
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capacity, this paper suggests Company C operate more HPTs under reserved mode regularly in the
future. Based on assumption (5), (6), and the volume forecast result, we offer a solution of mode
allocation to ensure each segment’s total capacity equal to the corresponding segment’s volume during
the peak month from 2019 to 2022 are shown in Table 5.

Table 5. The solution of mode allocation of daily trains in peak month from 2019 to 2022.

Direction Segment
Volume Forecast

2019–2022
(ton/month)

Available
Number

(trains/day)

Allocation

Mixed Mode
(trains/day)

Reserved
Mode

(carriages/day)

Down

B–T 242~353 115 106.7~110.7 4.3~8.3
T–J 259~390 109 99.2~103.9 5.1~9.8
J–X 251~384 96 85.9~90.7 5.3~10.1
X–N 244~369 101 91.6~96.1 4.9~9.4
N–Su 233~353 122 114.0~118.4 3.6~8.0
Su–S 223~342 160 153.9~158.2 1.8~6.1

Average 242~365 117 108.6~113.0 4.2~8.6

Up

S–Su 189~533 118 104.8~116.5 1.5~13.2
Su–N 179~520 122 109.4~121.1 0.9~12.6
N–X 226~559 101 86.2~97.6 3.4~14.8
X–J 262~600 101 84.7~96.2 4.8~16.3
J–T 250~559 128 112.8~124.0 4.0~15.2
T–B 203~437 149 139.0~147.5 1.5~10.0

Average 218~534 120 106.2~117.1 2.7~13.6

Looking at Table 5 from left to right, the forecast results during the peak month from 2019 to
2022 show that HSR freight volume at most segments can exceed 200 tons, and the volume in the up
direction ranges much more than those in the down direction. The maximum volume in all segments
could be 3–7 times larger than in 2018, which is far beyond the capacity of all the HPTs operating only
with mixed mode.

Combined with Figure 4 and Table A2, we found the segment occupancy in the up direction is
generally lower than that of the down direction in November 2018, but the volume growth in the future
is much larger. Therefore, to meet the forecast volume of parcels in the down direction, the operator
needs to reserve an average of 4.2 to 8.6 carriages/day to HSR freight transport. For those in the up
direction, the average number of carriages/day that need to be reserved could be 2.7 to 13.6. Among all
the segments, J-X and X-J are the parts need to reserve most carriages, 5.3~10.1 in down and 4.8~16.3 in
up direction, respectively.

There are only two modes discussed in this paper, and we believe that introducing other modes
to the operating system will be more interesting. Besides, the forecast period is short due to the
limitations of data acquisition. This study also assumes the available capacity is fixed before 2022,
and it is worth relaxing such limitations and exploring further analysis closer to reality. The result
could also be different if taking the COVID-19 pandemic impact into account, which is beyond this
research’s scope, but deserves to be explored in the future.

5. Conclusions

With the fast volume growth of HSR freight in recent years, the remaining freight capacity of
high-speed passenger trains under mixed mode running on HSR decreases sharply. Based on the
parcel flow forecast analysis and available capacity distribution, we provide a solution for operating
trains under reserved mode properly in each segment to relieve the congestion pressure. The main
conclusions of this study include the following,

(1) Among all the factors, the city’s economic scale has a positive impact on the city to attract
more volume. The number of high-speed trains and the variation range of passenger traffic departs
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from city have a positive and negative impact on shipping more parcels out of the city, respectively.
(2) Among all 84 OD flows in the corridor, the percentage of those volumes over 30 tons increased
from 3.6% in 2018 to 26.2% in 2020, and those over 1 ton rose from 17.9% to 84.6%. (3) Among all the
B-S HSR corridor segments, T-J should be given priority to operate trains with reserved mode since
its segment occupancy is the highest without reserved mode; X-J is the part that deserves to operate
the most trains with reserved mode. Our model suggests reserving 5.1–9.8 carriages/day during the
peak month from 2019 to 2022. The segment between X and J deserves to reserve the most carriages,
5.3–10.1 carriages/day for J-X, and 4.8–16.3 carriages/day for X-J, respectively.
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Appendix A. Process of Dimension Reduction

From a statistics perspective, multicollinearity can inflate the estimates’ standard error, thus making
it difficult to interpret the sign and the value of regression coefficients [29]. This paper uses the variance
inflation factor (VIF) to measure how much a variable contributes to the standard error in the regression,
which helps to check multicollinearity in the model. The results are presented in Table A1.

Table A1. Detecting multicollinearity with variance inflation factors.

VAR ln GDPo ln AVIo ln POPo ln URGo ln LEVo ln MHDo ln VPDo ln VPCo ln DISod
VIF 233.6 306.6 55.2 277.9 31.1 14.4 12.5 32.0 1.2
VAR ln GDPd ln AVId ln POPd ln URGd ln LEVd ln MHAd ln VPAd ln VPCd
VIF 210.6 488.1 59.3 306.4 13.9 9.7 10.8 57.5

o: Origin city; d: Destination city.

Usually, it is acceptable if all VIFs are smaller than 10, but most of the VIFs in the table above are
quite large, especially economic variables, which means severe multicollinearity exists in the regression
model. Besides, one simple rule of thumb is that the minimum number of observations should be at
least five times the number of factors. Compared with 84 observations, 17 variables are too many to get
reliable results. Therefore, this paper combines the four main economic variables into new variables
based on principal component analysis as follows:

ln ECOo = 0.51× ln GDPo + 0.48× ln POPo + 0.51× ln AVIo + 0.5× ln URGo (A1)

ln ECOd = 0.51× ln GDPd + 0.49× ln POPd + 0.51× ln AVId + 0.5× ln URGo (A2)

The analysis turns out ln ECOo and ln ECOd explained 96% of the total variance of the corresponding
four high-correlated variables, which successfully contains most of their information. The coefficients
of Formulas (A1) and (A2) indicate that the four high-correlated variables contribute almost the same to
the new variable. We use ln ECOo and ln ECOd to represent the economic scale of origin and destination
city in the text.

Appendix B. Process of Selecting the Best Predictive Regression Model

Generally, the biggest challenge to forecast the response variable with a predictive regression
model is to select the best model from many candidate models. In this paper, we select the model
by stepwise regression method with the help of R software. First, we pass the full model to “step”
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function, then iteratively add the most contributive predictor and remove any predictors that no longer
improve the model fit. Finally, we find the subset of variables in the data set, resulting in the best
model based on the criteria of Adj-Rsq. The best subset regressions with different sizes are presented
in Table A2.

Table A2. The best predictive regression model set with different size.

lnVPHod Model1 Model2 Model3 Model4 Model5 Model6

Intercept 1.78 ** −14.72 *** −28.68 *** −21.58 *** −22.54 *** −21.72 ***
lnVPCo 0.83 *** 1.25 *** 1.24 *** 1.23 *** 1.2 ***
lnECOd 0.89 *** 0.93 *** 0.93 *** 0.90 *** 0.89 ***
lnECOo 0.82 ***
lnMHDo 0.71 * 2.23 ** 2.22 *** 2.14 ***
lnVPDo −1.70 *** −1.71 ** −1.79 **
lnDISod 0.27 0.24
lnLEVo 0.24

R
2 0.13 0.47 0.51 0.52 0.52 0.52

BP Test
(p-value) 0.00 0.20 0.69 0.44 0.84 0.59

BG Test
(p-value) 0.00 0.61 0.31 0.31 0.29 0.20

∗ p ≤ 0.1; ∗ ∗ p ≤ 0.05; ∗ ∗ ∗ p ≤ 0.01.

Heteroscedasticity and autocorrelation usually lead to an inefficient and unstable regression
model, which can later yield bizarre predictions. To ensure the reliability of model results, we used
Breusch–Pagn (BP) test and Breusch–Godfrey (BG) test to check whether there exist heteroscedasticity
and autocorrelation in residuals. The bottom two rows of Table A2 show that all p-values of tests are
larger than 0.05, which indicates a failure to reject that the variance of residuals is constant, and there
is no serial autocorrelation of any order. Thus, there is no heteroscedasticity or autocorrelation in
these models.

According to Table A2, compared with other models listed in the table, model 4 has the least

predictors with the highest R
2

(0.52), indicating the best ability and efficiency to fit model and forecast

the response variable. Although the R
2

of model 5 and 6 are 0.52 too, keeping variables that are not
statistically significant can reduce the model’s precision. Therefore, this paper decides to adopt Model
4 to forecast parcel volume between cities in the B-S HSR corridor.
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